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INTRODUCTION PRELIMINARY EVALUATIONS

- Differential Privacy (DP) is an extensive 
tool that constitutes strong privacy 
guarantees for algorithms on a given dataset 
by describing the patterns of groups within 
the dataset while withholding information 
about individuals in the dataset.

- We propose benchmarking DP-DNNs of 
different sizes, trained with different levels of 
privacy (   ) and evaluating their 
interpretability, to gain a better insight into 
how privacy plays into model interpretability.

- We utilize Grad-CAM  as our interpretability 
method and use APTOS (a real-world 
medical dataset) to train our models. The 
noise used is sampled from a Gaussian 
Distribution G(0,    )

CONCLUSION

- DP-trained models allow more flexibility than standard models due to the privacy factor (ε) 
and could be commercially viable for medical imaging tasks. 

-  As future work, we hope to understand the effect of visual explanations by adding Local DP 
(noise at the data level; rather than at the training level) and we also wish to release a 
framework for Interpretability specifically catered to DP-trained models. 

Averaged accuracies of inputs masked with their explanations over AlexNet and ResNet networks for (a) 
different ε values and (b) different clipping factors (S) with ε = 1. We quantitatively show that there’s a 

significant gap between privacy and explanation quality.
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